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l. a.i) Let A=| -8 3 4| be the matrix of a linear operator T defined ¢ with respect to
-16 8 7

the standard ordered basis. Prove that A is degmable
(OR)
i) Prove that the similar matrices have the sahegacteristic polynomie (5)

b. (i) Let T be a linear operator on finite dimensl space V anc, ... & be the distinc
characteristic values of T. Let; be the null space of (T ) Prove that the following al
equivalent.

1. T isdiagonalizabl
2. The characteristic polynomial for T f = (x—¢)®...(x—¢,)* and
dinW =d.,i =1,...k.
3.dimW + ...dim Wx =dim V.
(OR)

(ii) Let T be a linear operator on a finite dimesrsdl vector space V. If f is the characteri:
polynomial for T, therShow thaf(T) = 0.
(15)

Il. a. i) Let T be a linear operator on a finite dimenal spac¢V and let c be a scalar. Prove t
the following statements are equival:
a) cis a characteristic value of
b) The operator (F cl) is singular.
c) det(T-cl)=0.
(OR)

i) Let V be a finite dimensional vector space.t ¢, ..., Wk be independent subspaces such
W =W + ... + W then prove thaW, n W, +...+W,_,)={0}for2 < j <k (5)

b. i) State and prove Primary Decomposition thec
(OR)

i) Let T be linear operator on a finite dimensibgpace V ands, ... & be the distinct characterist

values of T. Prove that T is diagonalizable if amdly if there exist k linear operatory, ... B on V
such that

Each Eis a projectior

E E=0,i#].

=B+ ... + &

T=cgE1+ ... + «Ex

The range of Hs the characteristic space of T associated w; (15)
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[l a) i) Define T — admissible, T- annihilator, Prdjen of vector space V and Companion
matrix.

(OR)
i) Let T be a linear operator on a finiter@nsional vector space V. Let p and f be the mahi
and characteristic polynomials for dspectively.

(i) P divides f.

(i) P and f have the same prime factors, except fotiphaities.

iy I p=f""...f"

In the prime factorizatiof p, thenf = £ ... f*
where;ds the nullity of f (T)" divided by the degree of (5)

b. i) State and prove Cyclic Decomposition drieen.
(OR)

(ii) Let P be an m x n matrix with entriestie polynomial algebra F[x]. Show that followiage
equivalent.
1. Pisinvertible
2. The determinant of P is a non-zero scalar polynbmia
3. P is row-equivalent to the m x n identity matrix
4. P is a product of elementary matrices. (15)

V. a. i) Let V be a complex vector space and f berm fon V such that &, a) is real for every.
Then f is Hermitian.
(OR)

1+i) . "
3 j IS positive. (5

1
(ii) Define a positive matrix and verify thattinatrix (1 .
=i

b. i) Let V be a finite-dimensional inngogduct space and f a form on V. Then there isique
linear operator T on V such that

of(B) = (TalB)

for alla, B in V, and the map+$ T is an isomorphism of the space of forms onto, \{(). (8)

(i) For any linear operator T on a ferilimensional inner product space V, there exisisique
linear T*on V such that
(Talp) = (@|T*B) for alla, B in V. (7

(OR)
iii) Let W be a subspace of an inner prodyszice V and Igb be a vector in V. Then Prove:

1. The vectom in W is a best approximation foby vectors in W if and only 8 — a is
orthogonal  to every vector in W.

N

If a best approximation § by vectors in W exists, it is unique.
3. If W is finite-dimensional anddj, ..., a,} is any orthonormal basis for W, then the vector

(Blay)

a=
< lad

a, is the (unique) best approximationfidy vectors in W. (15)
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®)
b. i)Let V be an n-dimensional vector space over tHd béreal numbers, and let f be a
symmetric bilinear form on V which has rank r. Thbere is and ordered ba$jg, £, - .., 5.}
for V in which the matrix of f is diagonal and suittat
f(ﬁj’ﬁj)zil, j=1....r.
Also show that the number of basis vec@r for which f (4, 3,) =1 is independent of
the choice of basis. (29)

i)

a. i) Define: Bilinear forms, Bilinear function, M& of f in the ordered basis B, symmetric,
Quadratic form, Skew Symmetric Bilinear form, Nodegenerate, Orthogonal matrix,
Positive forms.

(OR)

i) Let F be the field of real numbers or fredd of complex numbers. Let A be an n x n matri
over F. Show that The function g defilgdy (X, Y) = Y* AX is a positive form on the spac
F™Lif an only if there exists and invertible n X ratrix P with entries in F such that A = P4P.

(OR)
i) Let V be a finite-dimensional vector space otter field of complex numbers. Letf be a
symmetric bilinear form on V which has rankTihen Prove that there is an ordered basis

B={A,....B} forV such that

(1) the matrix of f in the ordered basis B is diagonal;

1 j=1,..
(i f(ﬁ-,ﬂ,-)={ 0o ®

Let V be an inner product space and T a self —ridjoear operator on V. Then prove that
each characteristic value of T is real, dmakacteristic vectors of T associated with distinct
characteristic value are orthogonal. (7)
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